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Introduction

High frequency time series are observed in real applications, such as the hourly electricity load, that
exhibit multiple seasonalities, as in the figure.

Period: 4 Weeks

Triple seasonal autoregressive (TSAR) models were
introduced to accommodate these multiple seasonalities.
TSAR models’ identification is the initial and most-
important stage for analyzing time series with triple-
seasonality in real applications.
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Research Objective

Introducing an efficient Bayesian identification method to specify the best TSAR model order.

TSAR Models

Time series can be modeled by the TSAR model with order p,P;,P, and P;, shortened as
TSAR(P)(P4)s, (P2)s, (P3)s, and written as:
0,(B)9p, (B>1)pp, (B%2)@p, (B*3)w; = u; (1)
These models can be written in the matrix form as:
w=HI+u (2)

The conditional-likelihood function: e
L(TI',tlw) « 7 )exp{——(w HMNHT(w - HI")} (3)

The normal-gamma prior of I' and t as:
(Hzp 1) T T y—1
L) o« 72 expl—o [A+ (I~ ) ER (T - pp]},

Jeffreys’ prior on I" and 7 as:

r,o o« vl >0 (5)
Prior information about the TSAR order P Py, P2 a?d P; in term of {(p, P;, P,, P3) in different forms:
(1(p, Py, Py, P3) = Ixix—x— (Uniform)

Vi Vp V3 4

Vp—l ,Vl,P =1,. V3,P3—1 V4 (6)

V1 .p+1 VZ—P1+f V3 pz 21 V4_ P3
{o(p, Py, P, P3) « i1 ol X el e (Arlthme‘uc)
Vp=1 V1 1 Vz,Pz—]. V3,P3_1 V4 (7)
{3(p, Py, Py, P3) « 0.5 p“gP1+P2+P3 (Geometric)

Vp = 1,...,V1,P1 = 1,...,V2,P2 = 1,...,V3,P3 = 1,...,V4 (8)
For the normal-gamma prior, we obtain the joint posterior of the TSAR parameters as:

(n(F,T,p, P, Py, P3lw) exp{—%[l+ (I"—yr)TEfl(I"—yr) + (w-— HF)T(W_ HI")]}

(n—q+v+p _1)
_Xt 2 ’ *C(plpll_PZJPB) (9)
Also, for Jeffreys’ prior, we write the joint posterior as:

n—q

§i(I',T,p, Py, Py, P3|lw) T(T_l)eXp{—%(W_ HI)" (w — HI")} ¢(p, P1, P, P3) (10)

Suggested Bayesian Identification of TSAR Models

Theorem 1. Given the conditional-likelihood function (3) along with the normal-gamma prior distribution
(4), the PMF of the TSAR order is obtained as:
1/2 _n—q+v
{n(P, Py, Py, P3|w) & {(p, Py, Py, P3) [ x| Wwrare +-Zixtz)]
n

Vp—l V1,P1=1,..,V2,P2=1,..,V3,P3=1,..,V4_. (11)
Where u* = pr2ilur X, = (HTH + 351),and Z, = (H'w + X7 tup).
Corollary 1. Given the conditional-likelihood function (3) along with Jeffreys’ prior distribution (4),
the PMF of the TSAR order is obtained as:

y-1
Zr|

n—q’
I > n *
(n(prpll P2r P3|W) X ((P:PL PZI P3) n—q
n-TlHTH | 1/2
Vp = 1,..,V1,P1 = 1,..,V2,P2 = 1,..,V3,P3 = 1,..,V4_. (12)
TSAR order is identified by calculating posterior probabilities from the joint PMF for all possible
values, and then choosing the value with the highest posterior probability to be the best TSAR order.

TSAR Bayesian Concepts
wW'w — wTH(HTH) " *HTw]™ b

Simulation Study

Generating 500 of time series from two TSAR models, with a sample size n ranges from 3,000 to 6,000.

TSAR Model ¢1 ¢2 (bl ¢2 Hl Hz qll T
L (1)(M12(Meo(Neoo 0.9 0.7 0.8 0.7 1.0
1. (2)(N)12(Meo(Neoo 0.6 0.3 0.9 -0.8 0.7 1.0
——m——m—--m—-m—

PMF Testing PMF Testing [ U A G U
87.8 85.5 97.6 84.0 TSAR model with normal errors
92.0 87.8 99.0 89.2 &M 87.8 886 89.4 976 97.6 97.6
94.8 87.4 99.2 89.6 PO 92.0 92.8 934 99.0 99.2 99.2
95.8 88.0 99.6 89.0 B 94.8 954 956 99.2 99.2 99.2

DD 95.8  96.4 96.4 99.6 99.6 99.6

« Larger size the higher percentage of correctly

identified true TSAR models is obtained. 386 89.4 904 950 956 956

 Various priors result in slightly different percentage of prvii® 922 928 936 968 97.0 97.2
correctly identified true TSAR models. B 94.4 944 952 974 97.4 97.6
» Suggested Bayesian identification is robust against the [Zl0[08 96.0 96.4 97.0 97.8 97.8 97.8

slight violation of normality assumption. - ]

Conclusion

» An efficient Bayesian identification method for TSAR models is proposed to fit time series with the
triple-seasonality.

» Extensive simulations confirmed the accuracy of proposed Bayesian identification.

« The proposed Bayesian identification is more accurate than the existing testing-based identification
procedure.
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