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High frequency time series are observed in real applications, such as the hourly electricity load, that 
exhibit multiple seasonalities, as in the figure. 

Introduction

Triple seasonal autoregressive (TSAR) models were 
introduced to accommodate these multiple seasonalities.
TSAR models’ identification is the initial and most-
important stage for analyzing time series with triple-
seasonality in real applications.

TSAR Bayesian Concepts

Research Objective

Introducing an efficient Bayesian identification method to specify the best TSAR model order.

Time series can be modeled by the TSAR model with order 𝑝, 𝑃1, 𝑃2  and 𝑃3 , shortened as 
TSAR(p)(P1)𝑠1

(P2)𝑠2
(P3)𝑠3

 and written as:

𝜃𝑝 𝐵 𝜗𝑃1
𝐵𝑠1 𝜙𝑃2

𝐵𝑠2 𝜑𝑃3
𝐵𝑠3 𝑤𝑡 = 𝑢𝑡 (1)

These models can be written in the matrix form as:
𝐰 = H𝛤 + 𝒖 (2)

TSAR Models

The conditional-likelihood function:

𝑳 𝜞, 𝝉|𝒘 ∝ 𝝉
𝒏−𝒒

𝟐 𝐞𝐱𝐩 −
𝝉

𝟐
(𝐰 −  𝐇𝜞)𝑻(𝐰 −  𝐇𝜞)  (𝟑)

The normal-gamma prior of 𝛤 and 𝜏 as:

𝜻𝒏 𝜞, 𝝉 ∝ 𝝉
𝝂+𝒑⋆

𝟐 −𝟏
𝐞𝐱𝐩 −

𝝉

𝟐
𝝀 + 𝜞 − 𝝁𝜞

𝑻𝜮𝜞
−𝟏 𝜞 − 𝝁𝜞 , (𝟒)

Jeffreys’ prior on 𝛤 and 𝜏 as: 
𝜻𝒋 𝜞, 𝝉 ∝ 𝝉−𝟏, 𝝉 > 𝟎 (5)

Prior information about the TSAR order 𝑝, 𝑃1, 𝑃2 and 𝑃3 in term of 𝜁 𝑝, 𝑃1, 𝑃2, 𝑃3  in different forms:

𝜁1 𝑝, 𝑃1, 𝑃2, 𝑃3 =
1

𝑉1
×

1

𝑉2
×

1

𝑉3
×

1

𝑉4
, (Uniform)

∀𝑝 = 1, . . . , 𝑉1, 𝑃1 = 1, . . . , 𝑉2, 𝑃2 = 1, . . . , 𝑉3, 𝑃3 = 1, . . . , 𝑉4 (6)
 

𝜁2 𝑝, 𝑃1, 𝑃2, 𝑃3 ∝
𝑉1−𝑝+1

𝑉1+1
×

𝑉2−𝑃1+1

𝑉2+1
×

𝑉3−𝑃2+1

𝑉3+1
×

𝑉4−𝑃3+1

𝑉4+1
, (Arithmetic)

∀𝑝 = 1, . . . , 𝑉1, 𝑃1 = 1, . . . , 𝑉2, 𝑃2 = 1, . . . , 𝑉3, 𝑃3 = 1, . . . , 𝑉4 (7)
 

𝜁3 𝑝, 𝑃1, 𝑃2, 𝑃3 ∝ 0.5𝑝+𝑃1+𝑃2+𝑃3 , (Geometric)

∀𝑝 = 1, . . . , 𝑉1, 𝑃1 = 1, . . . , 𝑉2, 𝑃2 = 1, . . . , 𝑉3, 𝑃3 = 1, . . . , 𝑉4 (8)
 

For the normal-gamma prior, we obtain the joint posterior of the TSAR parameters as:

𝜻𝒏 𝜞, 𝝉, 𝑝, 𝑃1, 𝑃2, 𝑃3|𝒘 ∝ 𝐞𝐱𝐩 −
𝝉

𝟐
𝝀 + 𝜞 − 𝝁𝜞

𝑻𝜮𝜞
−𝟏 𝜞 − 𝝁𝜞 + (𝐰 −  𝐇𝜞)𝑻(𝐰 −  𝐇𝜞)  

× 𝝉
𝒏−𝒒+𝝂+𝒑⋆

𝟐 −𝟏
× 𝜁 𝑝, 𝑃1, 𝑃2, 𝑃3  (9)

Also, for Jeffreys’ prior, we write the joint posterior as:

𝜻𝒋 𝜞, 𝝉, 𝑝, 𝑃1, 𝑃2, 𝑃3|𝒘 ∝ 𝝉
𝒏−𝒒

𝟐 −𝟏
𝐞𝐱𝐩 −

𝝉

𝟐
(𝐰 −  𝐇𝜞)𝑻(𝐰 −  𝐇𝜞)  𝜁 𝑝, 𝑃1, 𝑃2, 𝑃3  (10)

3

4

Theorem 1. Given the conditional-likelihood function (3) along with the normal-gamma prior distribution 
(4), the PMF of the TSAR order is obtained as: 

𝜻𝒏 𝒑, 𝑷𝟏, 𝑷𝟐, 𝑃3|𝒘 ∝ 𝜻(𝒑, 𝑷𝟏, 𝑷𝟐, 𝑃3)
|𝚺𝜞

−𝟏|

|𝑿𝒏|

𝟏/𝟐

𝒘𝑻𝒘 + 𝝀 + 𝝁∗ + −𝒁𝒏
𝑻𝑿𝒏

−𝟏𝒛𝒏
−

𝒏−𝒒+𝝂
𝟐

 ∀𝒑 = 𝟏, . . , 𝑽𝟏, 𝑷𝟏 = 𝟏, . . , 𝑽𝟐, 𝑷𝟐 = 𝟏, . . , 𝑽𝟑, 𝑷𝟑 = 𝟏, . . , 𝑽𝟒.  (𝟏𝟏)  

Where 𝝁∗ =  𝝁𝜞
𝑻𝚺𝜞

−𝟏𝝁𝜞 𝑋𝑛 = (𝐻𝑇𝐻 + Σ𝜞
−1), and 𝑍𝑛 = (𝐻𝑇𝒘 + Σ𝜞

−1𝜇𝜞). 
Corollary 1. Given the conditional-likelihood function (3) along with Jeffreys’ prior distribution (4), 
the PMF of the TSAR order is obtained as:

𝜻𝒏 𝒑, 𝑷𝟏, 𝑷𝟐, 𝑷𝟑|𝒘 ∝ 𝜻(𝒑, 𝑷𝟏, 𝑷𝟐, 𝑷𝟑)
𝚪

𝒏 − 𝒒∗

𝟐

𝝅
𝒏−𝐪

𝟐 |𝐻𝑇𝐻|𝟏/𝟐
𝒘𝑻𝒘 −  𝒘𝑻𝐻(𝐻𝑇𝐻)−1𝐻𝑇𝒘 −

𝒏−𝒒−𝒑⋆

𝟐

 ∀𝒑 = 𝟏, . . , 𝑽𝟏, 𝑷𝟏 = 𝟏, . . , 𝑽𝟐, 𝑷𝟐 = 𝟏, . . , 𝑽𝟑, 𝑷𝟑 = 𝟏, . . , 𝑽𝟒.  (𝟏𝟐)  
TSAR order is identified by calculating posterior probabilities from the joint PMF for all possible 
values, and then choosing the value with the highest posterior probability to be the best TSAR order. 

Suggested Bayesian Identification of TSAR Models
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Generating 500 of time series from two TSAR models, with a sample size n ranges from 3,000 to 6,000. 

Simulation Study 

TSAR Model 𝝓𝟏 𝝓𝟐 𝜱𝟏 𝜱𝟐 𝜫𝟏 𝜫𝟐 𝜳𝟏 𝝉

I.  (1)(1)𝟏𝟐(1)𝟔𝟎(1)𝟔𝟎𝟎 0.9 0.7 0.8 0.7 1.0

II.  (2)(1)𝟏𝟐(1)𝟔𝟎(1)𝟔𝟎𝟎 0.6 0.3 0.9 -0.8 0.7 1.0

Model I Model II
n U A G U A G

TSAR model with normal errors
3000 87.8 88.6 89.4 97.6 97.6 97.6
4000 92.0 92.8 93.4 99.0 99.2 99.2
5000 94.8 95.4 95.6 99.2 99.2 99.2
6000 95.8 96.4 96.4 99.6 99.6 99.6

TSAR model with t(5) errors
3000 88.6 89.4 90.4 95.0 95.6 95.6
4000 92.2 92.8 93.6 96.8 97.0 97.2
5000 94.4 94.4 95.2 97.4 97.4 97.6
6000 96.0 96.4 97.0 97.8 97.8 97.8

Model I Model II
n PMF Testing PMF Testing

3000 87.8 85.5 97.6 84.0
4000 92.0 87.8 99.0 89.2
5000 94.8 87.4 99.2 89.6
6000 95.8 88.0 99.6 89.0

• Larger size the higher percentage of correctly 

identified true TSAR models is obtained.

• Various priors result in slightly different percentage of 

correctly identified true TSAR models.

• Suggested Bayesian identification is robust against the 

slight violation of normality assumption. 

• An efficient Bayesian identification method for TSAR models is proposed to fit time series with the 
triple-seasonality.

• Extensive simulations confirmed the accuracy of proposed Bayesian identification.
• The proposed Bayesian identification is more accurate than the existing testing-based identification 

procedure.  

Conclusion
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