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Abstract
Accurate and fast prediction of pedestrian trajectory is

very important. However, the interaction between
pedestrians is complex, pedestrians are affected not only by
their own motion but also by the neighboring pedestrians.
The Spatial-Temporal Attention Graph Convolutional
Network (ST-AGNN) for pedestrian trajectory prediction is
proposed in this paper. ST-AGNN model can extract the
spatial interaction features of each time step and stack the
spatial features to obtain the spatial-temporal features. It can
predict the future trajectory by using Temporal
Convolutional Network (TCN).

We evaluate the average displacement error (ADE) and
final displacement error (FDE) of the proposed method on
ETH and UCY datasets. The experimental results show that
the proposed method is effective in accuracy and efficiency.

3. Trajectory Prediction Module

In the spatial-temporal fusion module, the spatial
interactions are stacked along the temporal channel. The
spatial-temporal interaction characteristics are obtained by 1
× 1 convolution. TCN is used to predict the future trajectory.

Conclusion
We proposed ST-AGNN model for pedestrian trajectory

prediction, which can effectively capture the spatial and
temporal social interaction between pedestrians in the scene.

▪Firstly, a spatial graph of pedestrians at each time step is
constructed and the spatial features of pedestrians at each
time step in the A-GCN module is extracted.

▪Then the spatial features of each time step are stacked and
the spatial-temporal features are obtained.

▪Finally, the temporal convolutional network is used to
predict the future trajectory of the pedestrians.

The main contributions are below:

·The Attention Graph Neural Network (A-GNN) module is
proposed, which is used to capture the spatial interaction
features of pedestrians in the scene at each time step.

·Our model obtains excellent experimental results on ETH
and UCY datasets, and the FDE result of our method is 25%
lower than the SR-LSTM. The comparison results of our
method in model size and inference speed are also very good.
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ST-AGNN Model
As shown in Figure 1, ST-AGNN consists of three main

parts, including A-GNN, spatial-temporal fusion and TCN
module. Finally, TCN is used to predict the future trajectory.

1. Spatial Graph Representation

Firstly, we construct a spatial graph for the input trajectory.
Let 𝑡 ∈ {𝑇1, … , 𝑇𝑜𝑏𝑠} represent the set of nodes of 𝑁
pedestrians in the scene and spatial graph 𝐺𝑡 = {𝑉𝑡, 𝐸𝑡}
represent the spatial interaction between pedestrians at time
step 𝑡 .

2. A-GNN Module

Then, the spatial interaction of pedestrians is encoded in
the A-GNN module.

① GAT Module: In the GAT module, we get the features of
each node in the graph and construct a weighted adjacency
matrix 𝐴𝑡 ∈ ℝ𝑁×𝑁.

𝛼𝑖𝑗 =
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② GNN Module: For easy learning, we normalize the
adjacency matrix, and then obtain the spatial graph features
of each time step:
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Figure 1. overall structure of ST-AGNN model.

Results
We compare the performance of our proposed model ST-

AGCN against baseline methods. From an FDE perspective,
the FDE of our method has a 15% lower error compared to
the FDE of the Social-STGCNN. From ADE perspective, our
method ADE is 0.45, the same as the ADE of the SR-LSTM
model, but the FDE of our method is 25% lower than the FDE
error of SR-LSTM, and our method does not use the scene
image information. Therefore, the ST-AGNN model has
excellent performance compared to other methods.

Compared with several other models, our ST-AGNN
model’s inference time is 0.0030 which is 0.001 lower than
the Social-STGCNN. We have the same number of parameters
as Social-STGCNN. Overall, our model reflects relatively good
results in terms of inference speed and model size.


